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“The single biggest problem in communication is the illusion that it has taken
place.” — George Bernard Shaw

“Without context, a piece of information is just a dot. It floats in your
brain with a lot of other dots and doesn’t mean a damn thing. Knowledge is
information-in-context... connecting the dots.” — Michael Ventura

1 Introduction

Coined by Camerer, Loewenstein, and Weber (1989), the curse of knowledge refers to the
ubiquitous cognitive bias whereby individuals are unable to ignore their private information
when forecasting the beliefs of others.1 These mistaken beliefs are prevalent in communica-
tion because the sender, by definition, has information to share. Common intuition suggests
that this bias reduces communication quality: one salient example is the struggle faced by
many research professors when teaching students “simple” concepts in introductory courses,
despite being thought leaders in their fields.2 Similarly, an expert macroeconomist evaluat-
ing the impact of supply-chain constraints on potential inflation is likely to overestimate the
degree to which policymakers “should have seen it coming” and so may be less inclined to
voice their opinion.

In most settings, however, experts are not only responsible for sharing their expertise
(e.g., communicating the relevant context) but also producing the relevant information. For
instance, when designing a new seminar course, the aforementioned professor also chooses
what topics to teach and which papers to include on the reading list. The macroeconomist
making policy recommendations relies not only on her expertise at interpreting existing data,
but also on conducting new research and analysis. Because the expert’s knowledge of the
context is critical for interpreting the information she produces, the natural bundling of
information production and communication implies that the curse of knowledge can have
important and nuanced consequences for knowledge creation and economic outcomes.

We analyze a model in which the curse of knowledge affects not only costly communication
but also information production in a stylized sender-receiver game. The payoff to each player
is identical and depends on the receiver’s decision and the state of the world. Both players
observe a public signal (henceforth, the report) of the state of the world, but in the absence
of any information about the context, the report is imprecise.

1The curse of knowledge is closely related to the notion of “hindsight bias,” introduced by Fischhoff (1975),
which reflects the inability to correctly remember one’s own priors after observing new information.

2In his first semester teaching at the University of Bern, Albert Einstein was able to enroll only three
students in his thermodynamics course; in his second semester, his class was canceled because only one
student signed up (see Grant (2018)).
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The sender is privately informed about the context of this report, reflecting her expertise,
and can send (a noisy version of) this information to the receiver. This costly communi-
cation allows the receiver to form a more precise signal from the report which improves the
quality of his decision and, hence, their expected payoff. The sender can also engage in costly
information production: she can exert effort to reduce the context-independent noise in
the report. We assume that both communication and information production choices are
covert, in that they are not directly observed by the receiver, but inferred in equilibrium.

Importantly, the sender suffers from the curse of knowledge and so incorrectly believes
the receiver shares some of her expertise about the context of the report. We denote the
degree to which the sender exhibits the curse of knowledge by the parameter ω. As ω
increases, the more likely it is that the sender believes that the receiver is able to intuit her
private information about the context, even in the absence of communication.

In line with common wisdom, we show that the curse of knowledge hampers commu-
nication when the level of information production is exogenously-specified. Intuitively, a
cursed sender incorrectly believes that the receiver shares some of her expertise about the
context and, consequently, exerting costly effort to communicate this same information is
less valuable. In contrast, this same misperception leads the sender to exert more effort on
information production, holding fixed the quality of communication. The sender incorrectly
believes that the receiver understands the context better than he actually does and so over-
estimates the weight the receiver will place on the public report. This increases the value of
reducing the context-independent noise and so a cursed sender over-invests in information
production.

We then characterize the conditions for existence and uniqueness of an informative equi-
librium in which the sender chooses the quality of both her communication as well as the
public report. We show that increases in the curse of knowledge always lead the sender to
exert more effort in information production so that the context-independent noise in the
report is always decreasing in ω. Paradoxically, we find that the quality of the sender’s
communication can increase in ω, depending on both the information environment and the
degree to which the sender suffers from the bias.

This surprising result arises because the curse of knowledge has two offsetting effects on
communication when communication quality and information production are jointly deter-
mined in equilibrium. First, as discussed above, there is a direct negative effect: an increase
in ω lowers the incentive to share what the sender believes the receiver has likely intuited.
The second, indirect effect is due to the complementarity between the receiver’s perception
of the noise in the report and the sender’s choice of communication quality. Intuitively, the
less noisy the report, the more attention the receiver pays and so the more value there is in
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providing information about the context.
We show that since information production increases with ω, this complementarity can

lead to an increase in communication as the curse of knowledge increases. We find that when
ω is sufficiently low, the indirect effect can dominate so that the quality of communication
actually increases in the degree to which the sender suffers from the curse of knowledge.
On the other hand, when ω is sufficiently high, the direct effect always dominates since the
sender views communication as mostly redundant. As a result, the impact of the curse of
knowledge on communication can be non-monotonic.

Our analysis implies that the impact of the curse of knowledge on the quality of the
receiver’s information and hence, the expected payoff, crucially depends on the expert’s
scope of control. In settings where the sender’s primary role is to serve as a communicator,
her bias leads to lower information quality and payoffs. However, the receiver may strictly
prefer to employ a cursed expert, rather than an unbiased one, when information production
is endogenous. In such settings, as long as the sender’s bias is low, an increase in the curse
of knowledge can lead to better information production and better communication, and so
unambiguously higher payoffs for both sender and receiver.3

The existing empirical evidence (as we detail next) largely focuses on the impact of the
curse of knowledge on communication in isolation. Our analysis provides a fresh perspective
on this evidence and highlights the importance of accounting for information production in
understanding the bias’ impact on communication. Moreover, while our model focuses on
information production, which we view as arguably most natural, the economic mechanism
underlying our results would apply to other essential activities which complement expert
communication. Given the widespread evidence of this bias in experts, our analysis yields
insights on how the curse of knowledge can have unexpected, but far-reaching, impact on
real outcomes.

1.1 Empirical relevance and related literature

The curse of knowledge is an aspect of “perspective taking” that has been widely studied
by psychologists and anthropologists.4 The bias has been widely documented and arises
at any age, across different cultures, and in a variety of settings and information environ-
ments (see the surveys by Hawkins and Hastie (1990), Blank, Musch, and Pohl (2007) and
Ghrear, Birch, and Bernstein (2016), and the papers detailed within). There is also ample

3More generally, as long as information production is sufficiently sensitive to the sender’s bias, the ex-
pected payoff can be increasing in ω even as communication quality declines.

4As highlighted by Nickerson (1999), an individual engaging in perspective taking (or “putting themselves
in someone else’s shoes”) finds it difficult to imagine that others do not know what he knows. This is what
gives rise to the “curse of knowledge.”
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evidence that a range of communication methods can give rise to the curse of knowledge:
while the original research focused on written communication (e.g., Fischhoff, 1975), there
is substantial evidence that individuals exhibit the curse of knowledge with respect to oral
communication (Keysar, 1994), graphical messages (Xiong, van Weelden, and Franconeri,
2019) and visual illustrations (Bernstein, Atance, Loftus, and Meltzoff, 2004).

Most importantly, the literature documents that experts are particularly susceptible to
the curse of knowledge. For instance, Arkes, Wortmann, Saville, and Harkness (1981) show
that physicians given both symptoms and the “correct” diagnosis, overestimate the likelihood
that a physician presented with the symptoms (only) would correctly diagnose the ailment.
In Anderson, Jennings, Lowe, and Reckers (1997), judges who evaluate the quality of an
auditors’ ex-ante decision are influenced by their ex-post knowledge of the outcome. Kennedy
(1995) shows that both auditors and MBA students are subject to the curse of knowledge
when they evaluate ex-ante forecasts using ex-post bankruptcy outcomes. Finally, there
is substantial evidence that traditional methods of debiasing have limited, if any impact: a
series of papers (see Pohl and Hell (1996), Kennedy (1995), and the survey by Harley (2007))
show that even individuals with prior experience, who receive feedback on their performance
and are accountable for their actions, and who are provided with direct warnings about the
bias still exhibit the curse of knowledge.

Camerer et al. (1989) are the first to explore the implications of the curse of knowledge
in economic decision-making. Using an experimental design, they find that this bias is a
robust feature of individual forecasts and is not eliminated by incentives or feedback. The
authors conclude that the curse of knowledge can help “alleviate the inefficiencies that result
from information asymmetries” because better-informed agents do not fully exploit their
information advantage in a competitive setting. Our analysis generates new insight in part
due to the cooperative nature of the underlying game. In our setting, a biased sender also
fails to capitalize on her information advantage, but this implies that the signals she sends
to the receiver and, hence, the expected payoff can be less efficient.

Our paper is most closely related to Madarász (2011).5 He shows that when the receiver
exhibits the curse of knowledge (or “information projection”) and evaluates the sender’s ex-
pertise, the sender overproduces information that is a substitute for the receiver’s ex-post
information and under-produces complementary information. When the sender is biased and
communication is costly, Madarász (2011) shows that the sender speaks too rarely and is
difficult to understand. Our analysis complements this work. With exogenous information
production, we also show that biased experts poorly communicate their private information;

5In another related paper, Madarász (2015) shows that in a persuasion game with costly verification and
a biased receiver, the equilibrium may feature credulity or disbelief.
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However, a biased sender chooses to reduce the noise in a public report. Moreover, when
the sender engages in both communication and information production, the complementar-
ity across these activities implies that the curse of knowledge can improve the quality of
communication, which is distinct from earlier work. Similarly, as in Madarász (2011), we
show that increasing the sender’s expertise amplifies the effect of the curse of knowledge.
To our knowledge, however, we are the first to consider how the receiver’s expertise and the
diversity of their information affects the impact of the sender’s biased beliefs.

2 Model Setup

There are two players: a sender S (she) and a receiver R (he). Their preferences are perfectly
aligned and the payoff is given by

U = − (θ − k)2 , (1)

where θ reflects the state of the world, and k denotes the receiver’s action. We assume that
θ is normally distributed with mean zero and precision τ , i.e.,

θ ∼ N (0, 1/τ) . (2)

The sender can pay an effort cost c (p) to produce a commonly-observed signal

s = θ + x+ ε, (3)

where ε ∼ N (0, 1/p) and x ∼ N (0, 1/τx). The additional source of noise, x, captures the role
of context for interpreting the signal. Having more precise information about the context,
x, makes the signal, s, more informative about the fundamental state θ. We assume that x is
privately known to the sender, reflecting her expertise and understanding of the underlying
environment. The sender can share her expertise with the receiver by paying an effort cost
κ (q) to generate a commonly-observed signal

y = x+ η, (4)

where η ∼ N (0, 1/q) is independent of all other random variables.6

The choice of p > 0 reflects the sender’s information production decision; the choice
6We focus on normally-distributed random variables and a quadratic loss function for analytic tractability

and ease of exposition. This also allows for a transparent comparison of our results to existing analyses of
sender-receiver games.
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of q > 0 reflects the quality of the sender’s communication. We assume that the sender’s
production and communication are covert: the receiver does not observe the choice of p and
q but forms a conjecture, p̂ and q̂, that the sender takes as given when making her choices.
The cost of information production c (·) and communication κ (·) are increasing and convex.
We will say that the cost function is “well-behaved” if c (0) = c′ (0) = 0 and κ (0) = κ′ (0) = 0.

The random variables θ, ε, x, and η are independent of each other. Both the sender and
receiver have common priors about the joint distribution of these random variables which are
consistent with the objective joint distribution. Let Ei [·] and Vi [·] denote the conditional
expectation and conditional variance of player i ∈ {S,R}, given their information sets, i.e.,

ER [θ] = E [θ|s, y] , VR [θ] = V [θ|s, y] , and (5)

ES [θ] = E [θ|s, y, x] , VS [θ] = V [θ|s, y, x] . (6)

Importantly, the sender suffers from the curse of knowledge: she mistakenly believes
that the receiver shares some of her expertise. In particular, consider a “truth or nothing”
signal about x,

z =

x with probability ω

∅ with probability 1− ω
, (7)

where the signal z reveals x perfectly with probability ω and nothing otherwise. We model
the curse of knowledge by assuming that the seller believes that the receiver also observes
the signal z when, in reality, he does not. The parameter ω ∈ [0, 1) measures the degree
to which the sender exhibits the curse of knowledge. If ω = 0, the sender exhibits rational
expectations; otherwise, as ω increases, the sender’s forecast about the receiver’s beliefs is
biased toward her own. In particular, note that

ES [ER [θ]] = E [E [θ|s, y, z]| s, y, x] = (1− ω)ES [θ] + ωER [θ] . (8)

Note that the characterization of conditional expectations in (8) corresponds to the formu-
lation first utilized by Camerer, Loewenstein, and Weber (1989). Our specification is also
consistent with the notion of “information projection” developed by Madarász (2011).

The timing of the game is as follows:

• Date t = 0: The sender optimally exerts effort p for information production and effort
q for communication to maximize her expected payoff i.e.,

p, q = argmax
p,q

ES
[
−
(
θ − k̂R

)2]
− c (p)− κ (q) , (9)
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where k̂R reflects the sender’s forecast of the receiver’s action.

• Date t = 1: Nature draws the random variables {θ, ε, η, x, z}. The signals s and y are
commonly observed; x is privately observed by the sender. The receiver chooses action
kR to maximize her expected payoff, i.e.,

max
k

ER
[
− (θ − k)2

]
, (10)

given p̂ and q̂, which denote the receiver’s inference of the sender’s information pro-
duction and communication decisions.

• Date t = 2: Players receive the payoff − (θ − kR)
2.

We assume that the sender is naive about her behavioral bias in that her choices do not
“correct” for the fact that she is subject to the curse of knowledge. This is consistent with
empirical evidence which implies that individuals continue to exhibit the curse of knowledge
even if they are made aware of the fact that they are doing so (see Section 1.1.)7

3 Equilibrium

In our model, there always exists an uninformative equilibrium in which the sender chooses
to exert no effort in information production or communication (i.e., chooses p = 0, q = 0),
and a no-communication equilibrium in which the sender chooses to exert no effort in com-
munication, but some effort in information production (i.e., chooses q = 0 and p > 0).8 The
former equilibrium is trivial and the latter equilibrium is isomorphic to the one-dimensional
analysis in Section 3.2. As such, in what follows, we focus on the informative equilibrium
in which the sender chooses to both produce an informative report and communicate her
private information (i.e., p, q > 0) and the receiver’s optimal action depends on s and y.

7It would be interesting to study how a sophisticated sender could commit to an information provision
strategy which accounted for, and possibly exploited, her curse of knowledge but we leave this for future
work.

8The former is an equilibrium because, the receiver’s conjecture (p̂ = q̂ = 0) implies that he places no
weight on the signals (s and y, respectively) and so the sender has no incentive to reduce the noise. The
latter is an equilibrium because, even absent any communication (q = 0), if the receiver conjectures p̂ > 0,
he places positive weight on the sender’s report and so the sender exerts effort.
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3.1 Preliminary Analysis

We solve the model by working backwards. Given the receiver’s objective function in (10),
his optimal action is given by

k∗R = ER [θ] = E [θ|s, y] . (11)

Using standard properties of normal distributions, we can express this as

k∗R = Λ (s− µx (y)) , where µx (y) ≡ E [x|y] = λy (12)

and where
λ ≡ q̂

τx + q̂
, Λ ≡ τs

τ + τs
, and

1

τs
≡ 1

p̂
+

1

τx + q̂
. (13)

and where p̂ and q̂ reflect the receiver’s inference about the sender’s choices.
However, given the sender’s curse of knowledge, her inference about the receiver’s action

is given by

k̂R = E [θ|s, y, z] =

Λ (s− µx (y)) with prob 1− ω

Λω (s− x) with prob ω
, (14)

where
Λω =

τω
τ + τω

, and
1

τω
=

1

p̂
. (15)

The difference in the perceived precisions, τω > τs, captures the impact of the curse of
knowledge: the sender mistakenly believes that the receiver has a better understanding of
the context and so over-estimates his understanding of the report, s.

Given her beliefs about the receiver’s action, the sender optimally chooses the quality of
communication q and the precision of information produced p to maximize the objective

uS (p, q, p̂, q̂) ≡ ES
[
−
(
θ − k̂R

)2]
= −E

[
(1− ω) (θ − Λ (s− µx (y)))

2 + ω (θ − Λω (s− x))2
]

subject to the cost c (p)+κ (q). The sender takes the receiver’s conjectured p̂ and q̂ as given,
and so the marginal benefit of increasing her effort along either dimension can be written as:

∂

∂p
uS (p, q, p̂, q̂) =

1

p2
(
ωΛ2

ω + (1− ω) Λ2
)
, (16)
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and
∂

∂q
uS (p, q, p̂, q̂) = (1− ω) Λ2λ

2

q2
. (17)

In a perfect Bayesian equilibrium, the receiver’s conjectured choices, p̂ and q̂ will be the
same as the sender’s choice. The receiver’s expected payoff, given p and q, is the same as
the expected payoff under the objective distribution:

uR (p, q) ≡ E
[
− (θ − k∗R)

2
∣∣
p̂=p,q̂=q

]
= − V (θ|s, y)|p̂=p,q̂=q (18)

which is increasing in the precision of both signals since,

∂

∂p
uR (p, q) =

Λ2

p2
> 0 and

∂

∂q
uR (p, q) =

Λ2

(τx + q)2
> 0. (19)

3.2 Equilibrium: One Dimension

We first study how the curse of knowledge affects the equilibrium precision of one signal
when the noise in the other signal is exogenously specified. Underlying these results is the
sender’s mistaken perception of the receiver’s information about the context, x: suffering
from the curse of knowledge, she believes that the receiver may be able to infer her private
information, even in the absence of any communication.

Proposition 1. If information production is fixed (i.e., p > 0 is exogenous) and the cost-
function is well-behaved, then there is a unique informative (i.e., q∗ > 0) equilibrium in
which endogenous communication quality (q∗) and, hence, the expected payoff, is decreasing
in the curse of knowledge (ω).

Intuitively, if the receiver is able to partially infer x, then the sender’s communication
of this same information is less valuable. The more biased the sender with respect to the
receiver’s beliefs (i.e., the larger ω), the less value she perceives from exerting effort (see
equation (17)): in equilibrium, communication quality decreases with the curse of knowledge.
Moreover, the decrease in communication quality reduces the precision of the receiver’s
forecast, which reduces the expected payoff. This result is in line with the narrative from
the psychology literature which suggests that cursed experts tend to communicate poorly
and do not exert much effort in “making the case clearly” because they over-estimate the
extent to which their audience is “on the same page.”

In contrast, the next result shows that the curse of knowledge can improve information
production.
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Proposition 2. If communication quality is fixed (i.e., q > 0 is exogenous) and the cost-
function is well-behaved, then there is a unique informative (i.e., p∗ > 0) equilibrium in
which endogenous information production (p∗) and, hence, the expected payoff, is increasing
in the curse of knowledge (ω).

Suffering from the curse of knowledge, the sender mistakenly believes that the receiver
has a more precise understanding of the context. Knowing such information would allow
the receiver to place a higher weight (Λω > Λ) on the commonly-observed report, s, which
increases the benefit of producing a more precise report (see equation (16)). This effect is
increasing in the extent of the sender’s bias, and in equilibrium, p∗ is increasing in ω, in
contrast to the setting with endogenous communication.

In summary, the impact of the curse of knowledge depends crucially on the nature of the
information the sender is choosing to convey. Though communication is a substitute for the
private information the sender mistakenly believes the receiver already knows, the report
which she produces is a complement. As a result, while the sender has weaker incentives
to communicate her private information about the context, she has a stronger incentive to
produce a more informative report. The next section characterizes how these two channels
interact when the sender endogenously chooses both the quality of communication and the
precision of information production.

3.3 Equilibrium: Two Dimensions

We now analyze how the curse of knowledge affects both information production and com-
munication jointly.

Lemma 1. The marginal benefit of higher quality communication is increasing in the re-
ceiver’s conjectured precision of the sender’s report (∂

2uS(p,q,p̂,q̂)
∂q∂p̂

> 0); the marginal benefit
of increased information production is increasing in the conjectured quality of the sender’s
communication (∂

2uS(p,q,p̂,q̂)
∂p∂q̂

> 0).

In equilibrium, when the receiver is more informed about the context, he places more
weight on the sender’s report. Thus, when q̂ is high, the higher the sender’s value of in-
creasing the report’s precision. Similarly, if the report is more informative in equilibrium
(i.e., if p̂ is high), the sender believes it is more valuable to communicate more precisely.
In equilibrium, this complementarity can be transformational: the relationship between the
curse of knowledge and communication can be positive, counter to the standard intuition.

While the sender’s optimal p∗ and q∗ are unique given the receiver’s conjectured p̂ and
q̂, the complementarity established in Lemma 1 also implies that there may be multiple
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equilibria. In the following proposition, we establish that, as long as ex-ante, fundamental
uncertainty is sufficiently low, the complementarity between the optimal p and q is relatively
small and so a unique informative equilibrium exists.

Proposition 3. If both information production and communication quality are chosen by the
sender, then there exists a unique informative equilibrium (p∗, q∗ > 0) if the cost function
is well-behaved and τ > 1. In this equilibrium, (i) the precision of the report, p∗, is always
increasing in the curse of knowledge; (ii) there exist threshold ω̄ ∈ (0, 1) such that if ω > ω̄,
the quality of communication, q∗, is decreasing in the curse of knowledge.

When τ is sufficiently high, the equilibrium weight the receiver places on each signal is
less sensitive to an increase in the precision chosen by the sender. This rules out multiple
equilibria, e.g., when communication is higher, the marginal benefit of increasing information
production is outweighed by the decline in the marginal benefit of communication itself.

Though the value of information production (p) is lower when communication is lower (q),
in equilibrium, the positive direct effect of the curse of knowledge on information production
always outweighs the indirect effect of any reduction in communication. As a result, the
more the sender suffers from the curse of knowledge, the more precise her report.

The effect on communication, however, is more nuanced. The key factor is the sender’s
perception of the weight the receiver places on the report: the impact of the curse of knowl-
edge on the marginal benefit of information production is increasing in the difference between
Λω and Λ.9 When this difference is sufficiently large, p increases more quickly which has
the indirect effect of making communication more valuable, potentially flipping the sign of
dq
dω

: communication can actually increase in the sender’s bias. This can only occur, however,
when the curse of knowledge is not too large (ω must be sufficiently small): if not, the sender
believes that communication has little value (since the receiver is more likely to know the
context), even if the report is very precise.

To illustrate these effects, we consider a setting in which the cost of information pro-
duction is given by c (p) = cpp while the cost of improving the quality of communication
is given by κ (q) = κqq, where cp, κq > 0. While such a cost-function is not “well-behaved”
(since both c′ (0) , κ′ (0) > 0), a unique equilibrium with both communication and informa-
tion production exists as long as κq and cp are sufficiently small. Moreover, this specification
is analytically tractable, allowing us to characterize p∗ and q∗ in closed-form.

9The difference between Λω and Λ is largest when (i) the context is sufficiently important (τx is sufficiently
low) and (ii) ex-ante uncertainty (τ) is neither too low or too high. If τ is too high, then both Λω and Λ
tend to zero; if τ is too low, then both Λω and Λ tend to one.
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Lemma 2. (Linear Cost Equilibrium) If cp < c̄ and κq < κ̄, derived in the proof, then in
the unique informative equilibrium, p∗ and q∗ are given by

p∗ = G− τ, (20)

q∗ =

(
1

ψ
− τ

)(
1− τ

G

)
− τx (21)

where ψ =
√

κq
1−ω and G =

√
1+κqτ(τ− 2

ψ )
cp

.

(i) The precision of the report, p∗, is always increasing in the curse of knowledge;
(ii) The quality of communication, q∗, is increasing in the curse of knowledge if

κqτ
2

cpψG3
(1− τψ) > 1− τ

G
(22)

(iii) The expected payoff is increasing in the curse of knowledge if

κqτ

cpψ2G3
(1− τψ) > 1− τ

G
(23)

Figure 1 illustrates how the curse of knowledge affects the equilibrium precision choices
and, consequently, alters the expected payoff. Note that, in panel (a), the precision of the
report (p) is always increasing in curse of knowledge. Moreover, because information produc-
tion increases sufficiently with ω in this numerical example, so does optimal communication
quality (q) when the sender is not too biased. However, there exists a threshold ω̄ ≈ 0.5

such that if ω > ω̄, the quality of communication, q∗, is decreasing in ω.
As panel (b) illustrates, this leads to non-monotonicity in the expected payoff as the

curse of knowledge changes. For small ω, an increase in ω increases both p and q, which
both increases the expected payoff. This is true even as q begins to fall (since p continues to
increase) while for sufficiently high ω (greater than ≈ 0.85), the decline in communication
eventually leads to a lower expected payoff.

4 Discussion and Concluding Remarks

In Online Appendix B.1, we extend the model so that both the sender and receiver have
(partial) understanding of the context and analyze how the impact of the curse of knowledge
is affected by receiver expertise and diversity.10 In equilibrium, we show both communication
quality and information production improve with receiver expertise and diversity: when the

10Diversity measures the dispersion in the sender and receiver’s beliefs, holding fixed their expertise.
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Figure 1: Optimal communication and information production with linear costs
The figure plots the choice of message precision q (dashed), information production p (solid),
and the expected payoff E [V (R, k)] under costly communication, as a function of the curse of
knowledge. The other parameters of the model are τ = 1, τx = 0.01, κq = 0.01 and cp = 0.75.
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receiver has more expertise, he is better able to interpret the information in the report while
an increase in diversity implies that, all else equal, the sender’s information is incrementally
more informative for the receiver.

On the other hand, higher receiver expertise and more diversity also increases the value
of the information the sender incorrectly believes the receiver infers. As a result, increases
in expertise and diversity amplify the impact of the sender’s curse of knowledge on her
perception of the value of communication and information production. For example, when
information production is fixed, this implies that communication falls more quickly with
diversity as the curse of knowledge grows, consistent with common intuition. However, we
show that the level of communication chosen by a diverse sender remains higher, highlighting
the importance of studying the equilibrium effects.

Our specification of the receiver’s objective highlights the crucial role that expertise plays
in converting data (in our setting, the report) into actionable information. In particular, the
more precise the sender’s communication, the more valuable the report. In Online Appendix
B.2, we consider a generalized setting in which the objective is βθ+(1− β)x, i.e., the sender’s
communication does not simply complement the report but is also a (partial) substitute. For
β sufficiently high, the results in our main model continue to hold; however, when β is small,
the curse of knowledge always hampers both communication and information production.
These results underscore the role of complementarity in generating our key insight.

Finally, we assume both that (i) the sender’s effort choices for communication and in-
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formation production are covert (i.e., unobservable to the receiver) and (ii) that the sender
commits to the quality of communication (q) without conditioning on the realization of the
context (x). However, in Online Appendix B.3, we show that the equilibrium precision
choices are unchanged when we relax either assumption.11

In summary, we study how the curse of knowledge affects information provision (i.e.,
not only costly communication but also information production) and expected payoffs in a
sender-receiver game. While the sender’s bias reduces the perceived value of communication,
it increases her incentive to produce a more precise report. When both communication and
production are endogenous, this latter channel can reverse the former effect: counter to
standard intuition, the quality of communication can increase when the sender exhibits the
curse of knowledge due to the complementary role played by these two sources of information.
Our results suggest that the impact of the curse of knowledge on information provision and
other actions is nuanced and crucially depends on how these decisions interact with the
expert’s incentives to communicate.

11Our assumption that the choice of q is not observable also precludes the possibility that the sender could
use her choice of q to signal her knowledge of x if q were chosen after x is observed.
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A Proofs

Proof of Proposition 1.

Proof. (1) An equilibrium without informative communication (q̂ = q∗ (q̂) = 0) always ex-
ists. If the receiver conjectures that q̂ = 0, the sender’s best-response to this conjecture is
q∗ (q̂ = 0) = 0, since (i) the receiver does not condition on the signal y when q̂ = 0 and
(ii) effort (choosing q > 0) is always costly. This confirms the receiver’s conjecture and
constitutes an equilibrium.

(2) A unique informative equilibrium (q̂ = q∗ (q̂) > 0) always exists. We prove this in
two steps. First, it is always the case that, given the receiver’s conjecture, q̂, the seller has
a unique best-response, q∗ (q̂). This is because (i) κ (q) is increasing and convex and (ii)
∂uS(p,q,p̂,q̂)

∂q
> 0 while ∂2uS(p,q,p̂,q̂)

∂q2
=
(
−2
q

)
∂uS(p,q,p̂,q̂)

∂q
< 0. If the cost function is well-behaved,

then κ′ (0) = κ (0) = 0, which implies that q∗ (q̂) > 0 is the unique solution which solves
∂uS(p,q,p̂,q̂)

∂q
|q=q̂,p=p̂ = κ′ (q).

Second, in equilibrium, the receiver’s conjecture is correct, i.e., q̂ = q∗ (q̂). This con-
stitutes the unique informative equilibrium as long as there is a single q̂ = q∗ (q̂) = q > 0

which solves the sender’s first-order condition. Since κ (q) is increasing, this implies that is
sufficient to show that

∂

∂q

(
∂uS (p = p̂, q, p̂, q̂)

∂q

)
=

∂

∂q

(
λ2Λ2 (1− ω)

q2

∣∣∣∣
q̂=q

)
(24)

= − 2p2 (1− ω) (p+ τ)

(p (q + τ + τx) + τ (q + τx)) 3
< 0, (25)

which always holds.
(3) The equilibrium communication quality q∗ (q̂) > 0 is decreasing in ω since

∂

∂ω

(
∂uS (p = p̂, q, p̂, q̂)

∂q

)
=

∂

∂ω

(
λ2Λ2 (1− ω)

q2

∣∣∣∣
q̂=q

)
< 0 (26)

Proof of Proposition 2.

Proof. (1) An uninformative equilibrium in which (p̂ = p∗ (p̂) = 0) always exists. The proof
is analogous to the proof found in Proposition 1 .

(2) A unique informative equilibrium (p̂ = p∗ (p̂) > 0) always exists. The proof is
analogous to the proof found in Proposition 1. First, since ∂2uS(p,q,p̂,q̂)

∂p2
= −2

p
∂uS(p,q,p̂,q̂)

∂p
< 0,
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the optimal p∗ (p̂) is the solution to ∂uS(p,q,p̂,q̂)
∂p

= c′ (p). Second, it is sufficient to ensure that
there is a unique informative equilibrium in which p̂ = p∗ (p̂) = p > 0 as long as

∂

∂p

∂uS (p = p̂, q, p̂, q̂)

∂p
=

∂

∂p

(
(1− ω) Λ2 + ωΛ2

ω

p2

∣∣∣∣
p̂=p

)
(27)

= −2 (1− ω) (q + τx)
2 (q + τ + τx)

(p (q + τ + τx) + τ (q + τx)) 3
− 2ω

(p+ τ)3
< 0, (28)

which always holds.
(3) The equilibrium information production p∗ (p̂) > 0 is increasing in ω since

∂

∂ω

(
∂uS (p = p̂, q, p̂, q̂)

∂p

)
=

∂

∂ω

(
(1− ω) Λ2 + ωΛ2

ω

p2

∣∣∣∣
p̂=p

)
(29)

=
pτ (p (2q + τ + 2τx) + 2τ (q + τx))

(p+ τ)2 (p (q + τ + τx) + τ (q + τx))
2 > 0. (30)

Proof of Lemma 1

Proof. This follows immediately from differentiation of equations (16) and (17):

∂2uS(p,q,p̂,q̂)
∂p∂q̂

=
2 (1− ω) τ

p2
Λ3

(
1

τx + q̂

)2

> 0, (31)

∂2uS(p,q,p̂,q̂)
∂q∂p̂

=
2 (1− ω) Λ3

p̂2

(
q̂

q̂ + τx

)2
1

q2
> 0. (32)

Of course, in equilibrium (p = p̂, q = q̂), these equations exactly correspond, since

∂2uS (p, q, p̂, q̂)

∂p∂q̂

∣∣∣∣
p̂=p,q̂=q

=
∂2uS (p, q, p̂, q̂)

∂p̂∂q

∣∣∣∣
p̂=p,q̂=q

=
2pτ (1− ω) (q + τx)

(p (q + τ + τx) + τ (q + τx)) 3
. (33)

Proof of Proposition 3

Proof. Part 1 (Equilibrium Existence and Uniqueness) First, we establish that, given
the receiver’s conjecture, q̂ > 0 and p̂ > 0, the seller has a unique best-response, q∗ (q̂, p̂),
p∗ (q̂, p̂). This is true because (i) both κ (q) and c (p) are increasing and convex and (ii)
∂uS(p,q,p̂,q̂)

∂p
, ∂uS(p,q,p̂,q̂)

∂q
> 0, ∂

2uS(p,q,p̂,q̂)
∂q2

, ∂
2uS(p,q,p̂,q̂)

∂p2
< 0 and ∂2uS(p,q,p̂,q̂)

∂p∂q
= 0. If the cost functions
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are well-behaved, then q∗ (q̂, p̂) > 0 is the unique solution which solves ∂uS(p,q,p̂,q̂)
∂q

= κ′ (q)

and p∗ (q̂, p̂) > 0 is the unique solution which solves ∂uS(p,q,p̂,q̂)
∂p

= c′ (p).
Second, in equilibrium, the receiver’s conjecture is correct, i.e., q̂ = q∗ (q̂, p̂) and p̂ =

p∗ (q̂, p̂). This constitutes the unique informative equilibrium as long as there is a single pair
of q and p (where q = q∗ (q̂, p̂) = q̂ > 0 and p = p∗ (q̂, p̂) = p̂ > 0) which solve the sender’s
first-order conditions. Since both κ (q) and c (p) are increasing, this implies that is sufficient
to show that, given equilibrium behavior, the objective function is concave, i.e.,[

∂

∂p
∂uS(p=p̂,q=q̂)

∂p

] [
∂

∂q
∂uS(p=p̂,q=q̂)

∂q

]
>
[
∂uS(p=p̂,q=q̂)

∂p∂q

]2
. (34)

Note that

∂2uS (p, q, p̂, q̂)

∂p∂q

∣∣∣∣
p̂=p,q̂=q

=
2pτ (1− ω) (q + τx)

(p (q + τ + τx) + τ (q + τx)) 3
, (35)

∂2uS (p, q, p̂, q̂)

∂p2

∣∣∣∣
p̂=p,q̂=q

=− 2 (1− ω) (q + τx)
2 (q + τ + τx)

(p (q + τ + τx) + τ (q + τx)) 3
− 2ω

(p+ τ)3
(36)

∂2uS (p, q, p̂, q̂)

∂q2

∣∣∣∣
p̂=p,q̂=q

=− 2p2 (1− ω) (p+ τ)

(p (q + τ + τx) + τ (q + τx)) 3
(37)

which implies:

Σ ≡ ∂2uS (p, q, p̂, q̂)

∂p2
× ∂2uS (p, q, p̂, q̂)

∂q2
−
(
∂2uS (p, q, p̂, q̂)

∂p∂q

)2
∣∣∣∣∣
p̂=p,q̂=q

(38)

=−
2p2 (1− ω)

(
−2ω(p(q+τ+τx)+τ(q+τx))3

(p+τ)2
+ 2 (1− ω) (q + τx)

2 (1− (p+ τ) (q + τ + τx))
)

(p (q + τ + τx) + τ (q + τx)) 6

(39)

which implies Σ > 0 if

2 (1− ω) (q + τx)
2 (1− (p+ τ) (q + τ + τx)) <

2ω (p (q + τ + τx) + τ (q + τx))
3

(p+ τ)2
(40)

⇔ (1− (p+ τ) (q + τ + τx)) <
2ω (p (q + τ + τx) + τ (q + τx))

3

2 (1− ω) (q + τx)
2 (p+ τ)2

(41)

To ensure this holds for all p, q, τx > 0, it is sufficient to have τ > 1.
Part 2 (Impact of the Curse of Knowledge)
The optimal p∗ is the solution to

Υp ≡ ∂uS (p, q, p̂, q̂)

∂p

∣∣∣∣
p̂=p,q̂=q

= c′ (p) (42)
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and the optimal q∗ is the solution to

Υq ≡ ∂uS (p, q, p̂, q̂)

∂q

∣∣∣∣
p̂=p,q̂=q

= κ′ (q) . (43)

So differentiating both sides of each first-order condition gives:

Υp
ppω +Υp

qqω +Υp
ω = c′′ (p) pω (44)

and
Υq
ppω +Υq

qqω +Υq
ω = κ′′ (q) qω. (45)

Solving the system for pω and qω gives us:

pω =
Υp
ω

(
κ′′(q)−Υq

q

)
+Υp

qΥ
q
ω

(c′′(p)−Υp
p) (κ′′(q)−Υq

q)−Υq
pΥ

p
q

(46)

qω =
Υq
ω

(
c′′(p)−Υp

p

)
+Υq

pΥ
p
ω

(c′′(p)−Υp
p) (κ′′(q)−Υq

q)−Υq
pΥ

p
q

(47)

where

Υp
ω =

pτ (p (2q + τ + 2τx) + 2τ (q + τx))

(p+ τ)2 (p (q + τ + τx) + τ (q + τx)) 2
> 0 (48)

Υp
p =

−


2p3 (q + τ + τx) (τω (2q + τ + 2τx) + (q + τx)

2)

+6p2τ (q + τx) (q + τ + τx) (q + τω + τx)

+6pτ 2 (q + τx)
2 (q + τ + τx) + 2τ 3 (q + τx)

2 (q + τ (1− ω) + τx)


(p+τ)3(p(q+τ+τx)+τ(q+τx))3

< 0 (49)

Υp
q =

2pτ (1− ω) (q + τx)

(p (q + τ + τx) + τ (q + τx)) 3
> 0 (50)

Υq
ω = − p2

(p (q + τ + τx) + τ (q + τx)) 2
< 0 (51)

Υq
p =

2pτ (1− ω) (q + τx)

(p (q + τ + τx) + τ (q + τx)) 3
> 0 (52)

Υq
q = − 2p2 (1− ω) (p+ τ)

(p (q + τ + τx) + τ (q + τx)) 3
< 0 (53)

Moreover, since c (p) and κ (q) are convex, we have c′′ (p) > 0 and κ′′ (q) > 0.
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This implies

(
c′′(p)−Υp

p

) (
κ′′(q)−Υq

q

)
−Υq

pΥ
p
q = c′′(p)κ′′(q)︸ ︷︷ ︸

>0

− c′′(p)Υq
q︸ ︷︷ ︸

<0

−Υp
pκ

′′(q)︸ ︷︷ ︸
<0

+

Υp
pΥ

q
q −Υq

pΥ
p
q︸ ︷︷ ︸

>0


(54)

which implies: (
c′′(p)−Υp

p

) (
κ′′(q)−Υq

q

)
−Υq

pΥ
p
q > 0, (55)

so the signs of pω and qω are determined by the numerators in the corresponding expressions.
Next, note that

Υp
ω

(
κ′′(q)−Υq

q

)
+Υp

qΥ
q
ω = Υp

ωκ
′′(q)︸ ︷︷ ︸

>0

+
2p3τ (1− ω)

(p+ τ) (p (q + τ + τx) + τ (q + τx)) 4︸ ︷︷ ︸
>0

> 0,

which implies that pω > 0 always. Finally, note that

Υqω
(
c′′(p)−Υpp

)
+ΥqpΥ

p
ω = Υqωc

′′(p)︸ ︷︷ ︸
<0

+ΥqpΥ
p
ω −ΥqωΥ

p
p

= Υqωc
′′(p)︸ ︷︷ ︸
<0

+
2p2

(
−τω

(
p2(2q + τ) + 3pqτ + qτ2

)
− q(p+ τ)(pq + τ(q − τ)) + (p+ τ)τx (−2p(q + τω)− (p+ τ)τx + τ(−2q − τω + τ))

)
(p+ τ)3 (p(q + τ) + (p+ τ)τx + qτ) 4

(56)

Note that the second term evaluated at ω = 1 is

Υq
pΥ

p
ω −Υq

ωΥ
p
p|ω=1 = − 2p2

(p+ τ)3 (p(q + τ) + (p+ τ)τx + qτ) 2
< 0

So there exists an ω̄ ∈ (0, 1) such that for ω > ω̄, the expression is negative. This implies
that for ω > ω̄, qω < 0.

Proof of Lemma 2

Proof. The equilibrium p∗, q∗ solves

(1− ω)


(

1
p
+ 1

τx+q

)−1

τ +
(

1
p
+ 1

τx+q

)−1


2(

1

q + τx

)2

= κq (57)

1

p2

ω


(
1
p

)−1

τ +
(

1
p

)−1


2

+ (1− ω)


(

1
p
+ 1

τx+q

)−1

τ +
(

1
p
+ 1

τx+q

)−1


2 = cp (58)
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Solving this system and choosing positive roots (to ensure p, q > 0) gives us

p∗ =

√√√√ω + κq

(√
1−ω
κq

− τ
)2

cp
− τ, (59)

and

q∗ =

(√
1− ω

κq
− τ

)
p

p+ τ
− τx (60)

=

(√
1− ω

κq
− τ

)1− τ√
ω+κq

(√
1−ω
κq

−τ
)2

cp

− τx (61)

Note that the above implies we need

p∗ > 0 ⇔ ω + κq

(√
1− ω

κq
− τ

)2

> τ 2cp (62)

q∗ > 0 ⇔ 1− ω(
τ + τx

(
1 + τ

p

))2 > κq (63)

The latter condition implies it is sufficient to have

κq <
1− ω

τ 2
≡ κ̄ (64)

and so for the first condition, it is sufficient to have

cp <
ω

τ 2
+
κq
τ 2

(√
1− ω

κq
− τ

)2

≡ c̄. (65)

Next, note that
∂p∗

∂ω
=

τ

2

√
(1−ω)cp

(
1+κqτ2−2τ

√
(1−ω)κq

)
κq

> 0 (66)

and
q∗ =

(
1

ψ
− τ

)(
1− τ

G

)
− τx (67)
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which implies that

∂q∗

∂ψ
= − 1

ψ2

(
1− τ

G

)
+

(
1

ψ
− τ

)
τ

G2

∂G

∂ψ
(68)

= − 1

ψ2

(
1− τ

G

)
+

(
1

ψ
− τ

)
τ

G3

κqτ

ψ2cp
(69)

which is positive when (
1

ψ
− τ

)
τ

G3

κqτ

cp
>
(
1− τ

G

)
(70)

cp <

(
1

ψ
− τ

)
κqτ

2

G3
(
1− τ

G

) (71)

i.e., the cost of increasing p should be sufficiently low so that p increases quickly enough for
the complementarity to kick in. Moreover, this is sufficient for the expected payoff to be
increasing in ω, since

uR = − p+ q + τx
p (q + τ + τx) + τ (q + τx)

, (72)

which is increasing in p and q. The expected payoff is increasing in Λs, where

Λs =
q + τx
αS

√
κq

1− ω

=
1− τ

√
κq
1−ω

1 + τ
p
+ τΓ

=
p

G

(
1− τ

√
κq

1− ω

)
=
(
1− τ

G

)(
1− τ

√
κq

1− ω

)

with ψ =
√

κq
1−ω and G =

√
1+κqτ2−

2κqτ

ψ√
cp

. Note that

∂Λs
∂ψ

=
(
1− τ

G

)
(−τ) + τ

G2

∂G

∂ψ
(1− τψ)

=
(
1− τ

G

)
(−τ) + τ

G2

κqτ

cpψ2G
(1− τψ)

= −τ
(
1− τ

G

)
+

κqτ
2

cpψ2G3
(1− τψ)

So, the curse of knowledge increases the expected payoff if

κqτ

cpψ2G3
(1− τψ) > 1− τ

G
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For ω high enough, the above condition doesn’t hold and the curse of knowledge reduces the
expected payoff.
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B Online Appendix

B.1 Receiver Expertise and Diversity

In what follows, we generalize our analysis and endow both the sender and receiver with
information about the required context, x. Specifically, suppose that context is now given
by

x = αSxS + αRxR + αJxJ +
√

1− α2
S − α2

R − α2
J ξ, (73)

where (i) xS, xR, xJ , ξ ∼ N (0, 1/τx) and mutually independent while (ii) αS, αR, αJ ∈ (0, 1)

and α2
S + α2

R + α2
J ≤ 1. The sender (receiver) observes xS (xR); both players observe xJ ,

and neither observes ξ.12 Given the receiver’s information, we modify the structure of the
sender’s communication so that

y = xS + η. (74)

All other features of the model remain unchanged.
The receiver’s optimal action is still given by k∗R = ER [θ] but, given his information set,

k∗R = E [θ|s, y, xR, xJ ] = Λ (s− µx (y)− αRxR − αJxJ) , (75)

where

µx (y) ≡ E [x|y, xR, xJ ] = αS
q̂

τx + q̂
y (76)

Λ ≡ τs
τ + τs

, and
1

τs
≡ 1

p̂
+

α2
S

τx + q̂
+

1− α2
S − α2

R − α2
J

τx
(77)

and where p̂ and q̂ reflect the receiver’s inference about the sender’s choices. However, given
that the sender suffers from the curse of knowledge, her inference is given by

k̂R = E [θ|s, y, z] =

Λ (s− µx (y)− αRxR − αJxJ) with prob 1− ω

Λω (s− αSxS − αRxR − αJxJ) with prob ω
(78)

where
Λω =

τω
τ + τω

, and
1

τω
=

1

p̂
+

1− α2
S − α2

R − α2
J

τx
. (79)

12Our benchmark model is equivalent to the generalized setting in which αS = 1 (the sender perfectly
observes the context) while αR = αJ = 0 (the receiver was uninformed, absent any communication from the
sender.)
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The sender optimally chooses both q and p to maximize the objective

ES
[
−
(
θ − k̂R

)2]
︸ ︷︷ ︸

≡uS(p,q)

−c (p)− κ (q) . (80)

= E

[
− (1− ω) (θ − Λ (s− µx (y)− αRxR − αJxJ))

2

−ω (θ − Λω (s− αSxS − αRxR − αJxJ))
2

]
− c (p)− κ (q) (81)

Note that this objective is identical to the one found in the benchmark model, except that
both τs and τω now reflect the receiver’s additional information, xR and xJ . This change in
the information environment affects not only the sender’s incentive to exert effort but also
the impact of the curse of knowledge.

We refer to χS ≡ α2
S +α

2
J (χR ≡ α2

R+α
2
J) as the sender’s (receiver’s) expertise: χS and

χR measure the fraction of the context each player understands. Note that their information
is potentially correlated through xJ . Holding fixed χR and χS, we refer to a decrease in αJ

(i.e., a decline in the relative importance of their shared information) as an increase in the
diversity of their expertise. To understand its impact, it is helpful to rewrite (73) as

x =
√
χS − 1

δ
xS +

√
χR − 1

δ
xR +

√
1
δ
xJ +

√
1− χS − χR + 1

δ
ξ, (82)

where δ is a proxy for the relative diversity of their information, holding fixed the players’
expertise, χS and χR. In particular, note that as δ increases, the correlation between the
sender’s and receiver’s private information falls.

We first establish the impact of expertise and diversity on the the equilibrium level of
information production and communication quality.

Proposition 4. In any informative equilibrium, endogenous communication quality, endoge-
nous information production and, hence, the expected payoff are increasing in the players’
expertise and diversity, i.e., q∗and p∗ are increasing in αS, αR, αJ , and δ.

When her expertise (αs) is high, the sender’s understanding of the context, xs, is more
valuable in interpreting the commonly-observed signal, s. Sharing such information has a
larger impact on the quality of the receiver’s forecast and so, all else equal, sender expertise
increases the value of communication and, hence, q∗. Similarly, as the sender’s expertise
increases, the receiver places more weight on the report (both Λ and Λω increase) which
increases the sender’s perception of the value of information production and, hence p∗. Thus,
in any informative equilibrium, the expected payoff increases with the sender’s expertise.
When the receiver has more information, he places more weight on both the sender’s message
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as well as the report: he faces less uncertainty regarding the context and so rationally
acts more aggressively to the information he observes. This increases the sender’s value of
reducing the noise in either signal, and so increases in either αR or αJ lead to an increase in
communication quality, information production and the expected payoff.

Holding fixed their expertise, increasing the diversity of their information implies that
the sender’s information is incrementally more informative for the receiver. This increases
the value of communicating such information (which leads to a higher q∗) and increases the
weight he places on the sender’s report (which leads to a higher p∗). Together, this implies
that the expected payoff increases, all else equal.

These results imply, however, that expertise and diversity also inflate the value of the
information the sender mistakenly believes the receiver has inferred. As we show in the proof
of the following lemma, this means that expertise and diversity magnify the impact of the
curse of knowledge.

Lemma 3. If either p > 0 or q > 0 is exogenous, the marginal impact of the curse of knowl-
edge on the sender’s optimal effort is increasing in the players’ expertise and the diversity of
their information, i.e., ∂3uS

∂q∂ω∂π
< 0, ∂3uS

∂p∂ω∂π
> 0 for π ∈ {αS, αR, αJ , δ}.

The impact of the curse of knowledge on the value of communication is proportional to
the weight, Λ, the receiver places on the sender’s report:

∂2uS
∂q∂ω

= −Λ2

(
q̂

τx + q̂

)2(
α2
s

q2

)
(83)

As a result, the decline in communication due to the curse of knowledge is larger when
expertise (and hence the weight placed on the report, Λ) is larger.

On the other hand, the impact of the curse of knowledge on the marginal benefit of
information production also depends upon the perceived weight, Λω:

∂2uS
∂p∂ω

=
[
Λ2
ω − Λ2

]( 1

p2

)
(84)

From equations (77) and (79), an increase in expertise has a larger effect on τω than τs: the
precision is convex in the receiver’s uncertainty. We show that this also implies that expertise
has a larger impact on Λω = τω

τ+τω
than Λ = τs

τ+τs
. As a result, increases in expertise amplify

the increase in information production driven by the curse of knowledge.
As with expertise, an increase in diversity increases the weight (Λ) the receiver places on

the sender’s report and so the value of communicating falls faster with the curse of knowledge
when δ is higher. On the other hand, because the sender believes that the information
intuited by the receiver is relatively more valuable when diversity is higher, i.e., Λω − Λ is
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increasing in δ, the increase in information production due to the curse of knowledge is larger
when δ is higher.

To illustrate how these two countervailing effects interact when both p and q are endoge-
nous, we return to the linear cost setting analyzed in the paper.

Lemma 4. With linear cost, the optimal p∗ and q∗ are given by

p∗ =
G− τ

1 + τΓ
(85)

q∗ =
αS

1 + τΓ

(
1

ψ
− ταS

)(
1− τ

G

)
− τx (86)

where Γ ≡ 1−α2
S−α

2
R−α

2
J

τx
, ψ =

√
κq
1−ω and G =

√
1+κqτ2α2

S−
2κqταS

ψ

cp
.

(i) The precision of the report, p∗, is always increasing in the curse of knowledge;
(ii) the quality of communication, q∗, is increasing in the curse of knowledge if

κqτ
2αS

cpψG3
(1− τψαS) > 1− τ

G
(87)

As in the benchmark model, information production is always increasing in ω while the
quality of communication can be increasing or decreasing when the receiver also privately
observes some fraction of the context.

Figure 2: Optimal communication and information production with expertise
The figure plots the choice of message precision q (dashed), information production p (solid),
and the expected payoff E [V (R, k)] under costly communication, as a function of the curse of
knowledge for different values of αS . The other parameters of the model are τ = 1, τx = 0.01,
κq = 0.01 and cp = 0.75
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In Figure 2, panels (a) and (b), we plot the optimal level of information production
and communication utilizing the same parameters as in Figure 1 but with different levels
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of expertise. Due to the linear cost function, the benefit of communication falls below the
(constant) marginal cost when ω is sufficiently high (so that q∗ = 0) which is why the
informative equilibrium and, hence, the plotted lines end when ω < 1. As in the benchmark
model, production (p) is always increasing in ω; moreover, dp

dω
is increasing in the value of the

sender’s private information (αS), as this increases the impact of the curse of knowledge. In
panel (b), we plot the optimal level of communication as a function of the curse of knowledge.
As in the benchmark example, when ω is low, the indirect effect of higher information
production on q is more important and so ∂q∗

∂ω
is increasing in expertise. However, there

exists a threshold ω (indicated by the black dot) such that communication quality begins to
fall. This threshold, however, is increasing in the sender’s expertise because the magnitude
of the indirect effect is larger, i.e., because dp

dω
increases more quickly.13 Furthermore, the

increased sensitivity of both p and q to ω explains why the expected payoff increases more
quickly in panel (c) when ω is sufficiently low. We find that similar patterns arise when the
diversity in their information is varied, as shown in Figure 3.

Figure 3: Optimal communication and information acquisition with diversity
The figure plots the choice of message precision q (dashed), acquired information precision p (solid),
and the expected payoff E [V (R, k)] under costly communication, as a function of the degree of
cursedness for different values of δ. The other parameters of the model are set to: τ = 1, τx = 0.01,
χS = 0.7, χR = 0.5, κq = 0.01 and cp = 0.75.
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B.2 Complementarity vs Substituitability

We adopt the generalized setting found in B.1 with one modification: the receiver’s objective
function is to choose his action, kR, to minimize

ES
[
− (βθ + (1− β)x− kR)

2] (88)

13We show in proof of Lemma 4 that the sign of ∂q∗

∂ω does not depend on either αR or αJ in the linear cost
specification.
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given his information set. Note that, given this modified objective, knowing the context isn’t
just important for inferring θ from the report, but it is also part of the receiver’s objective.
As a result, the sender’s communication and the report can be substitutes.

The sender optimally chooses the quality of communication q and the precision of infor-
mation produced p to maximize the objective

ES
[
−
(
βθ + (1− β)x− k̂R

)2]
︸ ︷︷ ︸

≡uS(p,q,p̂,q̂)

−c (p)− κ (q)

where given the sender’s curse of knowledge, her inference about the receiver’s action is given
by

k̂R = E [x|s, y, z] =

Λ̂ys+
(
1− β − Λ̂y

)(
Λ̂qαSy + αRxR + αJxJ

)
with prob 1− ω

Λ̂ωs+
(
1− β − Λ̂ω

)
(αSxS + αRxR + αJxJ) with prob ω

,

(89)

where Λ̂q ≡ q̂
q̂+τx

, Λ̂y ≡ p̂βτ̂y+(1−β)τ
p̂τ+p̂τ̂y+τ τ̂y

, Λ̂ω = p̂ βτω+(1−β)τ
p̂τ+p̂τω+ττω

, τω = τxΓ
−2 and τ̂y = (q̂+τx)τx

α2
Sτx+Γ2(q+τx)

Proposition 5. The marginal benefit of higher quality communication is increasing in the
receiver’s conjectured precision of the sender’s report (i.e., ∂2uS(p,q,p̂,q̂)

∂q∂p̂
> 0) if and only if

p̂
p̂+τ

> 1−β
β
.

In the benchmark model, communication quality can be increasing in the degree to
which the sender suffers from the curse of knowledge through the bias’ positive impact
on information production. In particular, as we highlight in Lemma 1, when the receiver
conjectures that the report is more precise (as is the case when ω increases), the value of
increasing the quality of communication increases. Thus, Proposition 5 implies that, for β
sufficiently high, our main mechanism still arises; however, when β is sufficiently low, the
inequality in Proposition 5 cannot hold for any well-behaved cost function. For instance,
if β = 0, θ is simply noise and s and y are signals of x, i.e., the report and the sender’s
communication are substitutes given the objective function.

B.3 Robustness

B.3.1 Overt communication: receiver observes both p and q

Given the receiver’s objective function, his optimal action is given by

kR = ER [θ] = E [θ|s, y] . (90)
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Using standard properties of normal distributions, we can express this as

kR = Λ (s− µx (y)) , where µx (y) ≡ E [x|y] = λy (91)

and where
λ ≡ q

τx + q
, Λ ≡ τs

τ + τs
, and

1

τs
≡ 1

p
+

1

τx + q
. (92)

However, given the sender’s curse of knowledge, her inference about the receiver’s action
is given by

k̂R = E [θ|s, y, z] =

Λ (s− µx (y)) with prob 1− ω

Λω (s− x) with prob ω
, (93)

where
Λω =

τω
τ + τω

, and
1

τω
=

1

p
. (94)

Given her beliefs about the receiver’s action, the sender optimally chooses the quality of
communication q and the precision of information produced p to maximize the objective

uS (p, q, p̂, q̂) ≡ ES
[
−
(
θ − k̂R

)2]
= −E

[
(1− ω) (θ − Λ (s− µx (y)))

2 + ω (θ − Λω (s− x))2
]

subject to the cost c (p) + κ (q). The sender’s marginal benefit of increasing her effort along
either dimension can be written as:

∂

∂p
uS (p, q, p̂, q̂) =

1

p2
(
ωΛ2

ω + (1− ω) Λ2
)

(95)

and
∂

∂q
uS (p, q, p̂, q̂) = (1− ω) Λ2λ

2

q2
. (96)

These first-order conditions are identical to the ones found in the baseline model, which
implies that the equilibrium precision choices are unchanged.
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B.3.2 Sender observes x before choosing p, q

The sender optimally chooses the quality of communication q and the precision of information
produced p to maximize the objective

uS (p, q, x) ≡ ES
[
−
(
θ − k̂R

)2]
− c (p)− κ (q) . (97)

= E

[
− (1− ω) (θ − Λ (s− µx (y)))

2

−ω (θ − Λω (s− x))2

]
− c (p)− κ (q) (98)

We can simplify each of the expectations as

E
[
(θ − Λ (s− µx (y)))

2 |x
]
=

τ

(τ + τs)2
+

(
τs

τ + τs

)2
[(

τx
τx + q̂

)2

x2 +

(
q̂

τx + q̂

)2
1
q
+ 1

p

]

E
[
(θ − Λω (s− αSxS))

2 |xs
]
=

τ

(τ + τω)2
+

(
τω

τ + τω

)2
1

p
.

The only difference (relative to the setting in which the context x is not known ex-ante)
arises in the first expectation but does not affect the first-order conditions since the sender
takes q̂ and τs as given when choosing what to communicate. Thus, the sender’s first-order
conditions are identical to the expressions in the baseline model.

B.4 Proofs for the Online Appendix

Proof of Proposition 4

Proof. The sender’s first-order conditions are

(1− ω)

(
τs

τ + τs

)2(
q̂

τx + q̂

)2 (
α2
s

q2

)
= κ′ (q) (99)[

(1− ω)

(
τs

τ + τs

)2

+ ω

(
τω

τ + τω

)2
](

1
p2

)
= c′ (p) (100)

The optimal p∗ is the solution to

Υp ≡ ∂uS (p, q, p̂, q̂)

∂p

∣∣∣∣
p̂=p,q̂=q

= c′ (p) (101)

and the optimal q∗ is the solution to

Υq ≡ ∂uS (p, q, p̂, q̂)

∂q

∣∣∣∣
p̂=p,q̂=q

κ′ (q) , (102)
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So differentiating both sides of each first order condition w.r.t. π ∈ {αR, αS, αJ , δ} gives:

Υp
ppπ +Υp

qqπ +Υp
π = c′′ (p) pπ (103)

and
Υq
ppπ +Υq

qqπ +Υq
π = κ′′ (q) qπ. (104)

Solving the system for pπ and qπ gives us:

pπ =
Υp
π

(
κ′′(q)−Υq

q

)
+Υp

qΥ
q
π

(c′′(p)−Υp
p) (κ′′(q)−Υq

q)−Υq
pΥ

p
q

(105)

qπ =
Υq
π

(
c′′(p)−Υp

p

)
+Υq

pΥ
p
π

(c′′(p)−Υp
p) (κ′′(q)−Υq

q)−Υq
pΥ

p
q

(106)

As before, one can show that Υp
p,Υ

q
q < 0 and Υq

p > 0 so that

(
c′′(p)−Υp

p

) (
κ′′(q)−Υq

q

)
−Υq

pΥ
p
q > 0

Moreover, one can verify that Υp
π,Υ

q
π > 0 for π ∈ {αR, αS, αJ , δ}. This implies

Υp
π

(
κ′′(q)−Υq

q

)
+Υp

qΥ
q
π > 0 ⇔ pπ > 0 (107)

Υq
π

(
c′′(p)−Υp

p

)
+Υq

pΥ
p
π > 0 ⇔ qπ > 0 (108)

which establishes the result.

Proof of Lemma 3

Proof. We know that

∂2uS
∂p∂ω

=

[(
τω

τ + τω

)2

−
(

τs
τ + τs

)2
](

1
p2

)
> 0 (109)

and so
∂3uS

∂p∂ω∂α
=

[(
τω

τ + τω

)( ∂τω
α

τ + τω

)
−
(

τs
τ + τs

)( ∂τs
α

τ + τs

)](
2τ
p2

)
. (110)
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Utilizing equations (77) and (79), this implies that

∂3uS
∂p∂ω∂αR

=
[
Λ2
ωτω − Λ2τs

] (
4αRτ
τxp2

)
> 0 (111)

∂3uS
∂p∂ω∂αJ

=
[
Λ2
ωτω − Λ2τs

] (
4αJτ
τxp2

)
> 0 (112)

∂3uS
∂p∂ω∂αJ

=

[
Λ2
ω

τω
τx

− Λ2τs

(
1

τx
− 1

τx + q̂

)](
4αJτ
τxp2

)
> 0 (113)

where the inequalities follow from the fact that Λω > Λ and τω > τs.
Similarly, note that

∂2uS
∂q∂ω

= −
(

τs
τ + τs

)2(
q̂

τx + q̂

)2 (
α2
s

q2

)
< 0 (114)

and so by equations (77) and (79),

∂3uS
∂q∂ω∂αS

= −2Λ2

(
q̂

τx + q̂

)2 [(
αs
q2

)
+ 2αSτsτ

(
1

τx
− 1

τx + q̂

)(
α2
s

q2

)]
< 0 (115)

∂3uS
∂q∂ω∂αR

= −4Λ2

(
αRττs
τx

)(
q̂

τx + q̂

)2 (
α2
s

q2

)
< 0 (116)

∂3uS
∂q∂ω∂αJ

= −4Λ2

(
αJττs
τx

)(
q̂

τx + q̂

)2 (
α2
s

q2

)
< 0. (117)

We know that
∂3uS

∂p∂ω∂δ
= 2τ

τxδ2p2

[
Λ2
ωτω − Λ2τs

(
q̂

τx + q̂

)]
> 0 (118)

since Λω > Λ, τω > τs. Similarly, we know that

∂3uS
∂q∂ω∂δ

= −2

(
q̂

τx + q̂

)2
Λ2

δ2

[
ττsq̂

τx (τx + q̂)
+

1

q2

]
< 0. (119)

Proof of Lemma 4

Proof. The optimal p∗ is the solution to

1

p2
[
ωΛ2

ω + (1− ω) Λ2
s

]
= cp

(1− ω) Λ2
sα

2
S

(
1

q + τx

)2

= κq
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where
Λs ≡

τs
τ + τs

, and
1

τs
≡ 1

p
+

α2
S

τx + q
+

1− α2
S − α2

R − α2
J

τx

Λω =
τω

τ + τω
, and

1

τω
=

1

p
+

1− α2
S − α2

R − α2
J

τx
.

The second FOC implies

q + τx =
αS
√

1−ω
κq

− τα2
S

1 + τ
p
+ τΓ

where 1−α2
S−α

2
R−α

2
J

τx
≡ Γ. Solving the FOCs gives

p =
τx

τ (1− α2
S − α2

R − α2
J) + τx


√
ω + κq

(√
1−ω
κq

− ταS

)2
√
cp

− τ

 (120)

=
G− τ

1 + τΓ
(121)

Substituting this into the expression for q gives us

q =
αS
√

1−ω
κq

− τα2
S

1 + τ
p
+ τΓ

− τx (122)

=
αS

1 + τΓ

(
1

ψ
− ταS

)(
1− τ

G

)
− τx (123)

This increases in ω if ∂q
∂ψ

> 0 i.e.,

κqτ
2αS

cpψG3
(1− τψαS) > 1− τ

G
(124)

This implies that the sign of ∂q∗

∂ω
does not depend on either αR or αJ in the linear cost

specification.

Proof of Proposition 5

Proof. Note that the objective of the sender is

E

 − (1− ω)
(
θ + x−

(
Λ̂ys+

(
1− (1− β) Λ̂y

)(
Λ̂qαSy + αRxR + αJxJ

)))2
−ω

(
θ + x−

(
Λ̂ωs+

(
1− Λ̂ω (1− β)

)
(αSxS + αRxR + αJxJ)

))2
−c (p)−κ (q)
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The first term in the above expectation can be simplified as(
β − Λ̂y

)2
τ

+
(
1− β − Λ̂y

)2 Γ2

τx
+
α2
S

(
1− Λ̂q

)2
τx

+
α2
SΛ̂

2
q

q

+
Λ̂2
y

p

and the second term can be simplified as(
β − Λ̂ω

)2
τ

+

(
1− β − Λ̂ω

)2
Γ2

τx
+

Λ̂2
ω

p

This implies that

∂uS (p, q, p̂, q̂)

∂q
= (1− ω)

(
1− β − Λ̂y

)2
Λ̂2
q

(
α2
S

q2

)
> 0

and
∂2uS (p, q, p̂, q̂)

∂q∂p̂
= −2 (1− ω)

(
1− β − Λ̂y

)
Λ̂2
q

(
α2
S

q2

)
∂Λ̂y
∂p̂

where ∂Λ̂y
∂p̂

=
(

βτy+(1−β)τ
(p̂τ+p̂τy+ττy)

2

)
ττy > 0. This implies that ∂2uS(p,q)

∂q∂p̂
> 0 iff 1− β − Λ̂y < 0 which

is the case if and only if
p̂

p̂+ τ
>

1− β

β
.
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